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Influence of an external electric field on cCAMP wave patterns in aggregating
Dictyostelium discoideum
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Effects of an external electric field on the propagation of excitable cyclic adenosin monophdspiME
pulses in aggregating cells of Dictyostelium discoideum have been studied by means of numerical simulations.
The mathematical model includes a three-variable version of the Martiel-Goldbeter kinetic model of cAMP
production by cells, and diffusion and electromigration of cAMP through intercellular space. Electric field
effects on the planar pulses propagating in a spatially one-dimensional system and on circular and spiral pulses
propagating in a spatially two-dimensional system include changes in the propagation velocities of pulses
initiated in the field-free system, the annihilation of pulses propagating towards the cathode by electric fields of
high intensities, and the formation of regighof spontaneous excitation permanently generating trains of
cAMP pulses. The spiral patterns were found to drift in the electric fields of low intensities, fields of high
intensities were found to decompose the spiral arms on the side facing the negative electrode.
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[. INTRODUCTION organism starts. About 2Ccells need to gather in order to
develop into a fruiting body9].

A layer of aggregating cells of a slime mold Dictyostel-  The mechanism for the propagation of CAMP pulse waves
ium discoideum(DD) represents an excitable mediy-3]  [10}—the interaction of a local transformation proceas:-
through which pulses of increased concentration of cyclidocatalytic biochemical reaction in this caseth a spatially
adenosin monophospha!teAMP) propagate in the form of oriented prOCGSSjifoSiVG transport in this Ca$e—is a gen-
either circular or spiral wave patterf,5]. Pulses are emit- €ral mechanism underlying the propagation of pulse waves
ted when the environment lacks nutrients and their functiond? diverse excitable medid 1] such as homogeneous chemi-
are (i) to transmit information on adverse living conditions ¢! reacting mixtureg12], the yeast extradtL3], the neuron
from cell to cell and(ii) to create a traveling gradient of 2X0nsl14], and the heart muscld5]. As biochemical media
chemoattractantcAMP) against which the cells move to- often consist of ionic Species the propagation of pulse waves,
wards the centers where they aggregate and develop infaond a variety of dypam|cal modes of que_patterng, can be
fruiting bodies enabling the organism to survi. controlled by applying an external electric field. This selec-

) . : . tively affects the spatial process by adding the electromigra-
Propagation of cAMP pulses in DD have been mtenswel_ytion transport of ionic species to their diffusional spreading

studied for they represent a vehicle of cell to cell communi- 161,
cation and, in DD itself, are assumed to play an importan[ The effects of an external electric field on pulse waves
role in the development of the originally unicellular form of pove peen widely studied in the chemical excitable system—
the organism into a highly spatially organized multicellular formed by the Belousov-Zhabotinski(BZ) reaction
form [7-9]. The propagation of cAMP pulses through the medium—both experimentally and by means of mathemati-
randomly distributed DD cells begins when the environmentca| modelling[16—21]. The effects include both the decrease
becomes depleted of nutrients. Some of the starving celland increase of the pulse propagation velocity, annihilation
begin to produce cAMP periodically which is then excretedof the pulse, breaking of continuous circular pulses into frag-
into the intercellular space and diffuses to their neighboringnents, enhancemefdr suppressionof spiral wave forma-
cells. These respond to the arriving pulse of the increasetlon, the drift of spiral centers through the system, and phe-
CAMP concentration by producing more of it autocatalyti- nomena resulting from a modified refractoriness of the
cally and excreting it into the neighborhood. As a result themedium, namely the reversal of the direction of the pulse
pulse of the increased cAMP concentration is relayedoropagation and pulse splittinge., the back firing of new
through the cell layer. Cells prolongate and move up theulses from the back of the existing gne
cAMP gradient towards the source of the pulse of increased We have previously studied the effects of external electric
CAMP concentration. After about 50 pulses all the neighbor4ields on propagation of pulse waves in two mathematical
ing cells gather, forming a mound, and the further developmodels of excitable medif22]. One of the models was
ment of DD from a single-cell culture to a multicellular based on the FitzHugh-Nagumo equations which describe
the transmission of an action potential along a nerve fiber
[23] and is often used as a general model of excitable sys-
*E-mail address: hana.sevcikova@vscht.cz tems. The second model employed the Martiel-Goldbeter re-
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action mechanisn6,24] for cAMP production in DD cells
equipped with a genetic feedbafR5]. We found that the
external electric field causes variations in the propagation
velocity, annihilation of pulses, fragmentation of a continu-
ous pulse, and formation of spirals. However, we failed in Sy Excitability
simulating the phenomena related to the changes in the sys- x
tem refractoriness—pulse reversal and splitting.
In this paper we attempt to simulate the reversal and split- 0.25 - .
ting of cAMP pulses using the three-variable Martiel- S,
Goldbeter model of cAMP productidi24,26. Parameters of
the model were chosen both to match physiologically mean- N o . . .
ingful values and to support the excitable dynamic regime in 0 2 4 6 8 10
the kinetic model. The effects of an external electric field ke (min™")

Were_' investigated on planar'pulse Waves.propagating in a FIG. 1. Bifurcation diagram of the system described by Egs.

quﬂall_y 1D sys_tem and on circular and spiral waves Propary)_(3) in the parametric plane—k., see Ref[26]. For the param-

gating in a spatially 2D system. eters of the model, see text, &,): regions of the existence of a
single stable stationary state with laivigh) concentrations of ex-

Il. MATHEMATICAL MODEL tracellular (y) and intracellular g) cAMP and high(low) concen-
tration of active receptorspf). B: bistable region; LP1 and LP2:
limit points on $ and § stationary solution branches, respectively;

The kinetics of the cAMP production in DD cells are HB: Hopf bifurcation on the  stationary solution branchs de-
described by the Martiel-Goldbeter modg4] which is notes the characteristic point for which the numerical simulations
based on the desensitization of CAMP receptors on the ceWere performed ¢=0.375,k.=6.0, concentrations in the stable
membrane. In the model, extracellular cAMP binds to cel|Stationary stateyss=0.00696,8ss=0.232,pr ss=0.893).
receptors and the receptor-cAMP complex activates the en-
zyme adenylate cyclase inside the cell which produces intradissociation constarKy of the cAMP-receptor complex in
cellular cAMP from ATP(adenosin triphosphateThe intra-  an active stateKg=10"' M); p; denotes the fraction of
cellular cAMP is excreted to the extracellular space where iteceptors in the active state.
binds to available receptors on the cell membrane. This posi- The values of model parameters used in the simulations
tive feedback loop ensures the fast rise of the extracellulaare ¢=10, h=5, k;=0.09 min!, k,=1.665 min?,
cAMP concentration which, later on, causes the desensitizdg=1.7 min !, k,=6.00 mirn' !, k,=0.9 min'!, L;=10,
tion of receptors. The active state of receptors is recoveretl,=0.005, q=4000, e=1, A=0.01, ¢=0.375 min?%,
after the extracellular enzyme—phosphodiesterase—9=0.01, «=3. The parameter values used result from the
hydrolyzes the extracellular cAMP. The three-variable ver-experimental values listed in Tables | and Il in RE24],
sion of the kinetic model is given by the following set of except for values ok; andk, which were multiplied by a
ordinary differential equations factor of 2.5 in order to obtain a better agreement between

experimental and calculated values of the period of the pulse
waves[26].
() P : ,
arametersr andk, are the main parameters governing
the dynamic modes of the kinetic model described by Egs.
dy k; (1)—(3) [26] as can be seen in Fig. 1. The parametezor-
Y =ar ﬁﬁ_ke% 2 responds to the maximum activity of adenylate cyclase, the
enzyme producing the intracellular cAMP after being acti-
dpr vated by an active cAMP-receptor complex, dadis the
M= gr = f1(y)pr+ () (1—p1), (3)  rate constant of degradation of extracellular cAMP by extra-
t . .
cellular phosphodiesterase. This parameter thus controls the
recovery of receptors to their active state.

(min™?)

simul. param. Oscillations

o g
o
T

A. Kinetics of the cAMP production

d
r5=d—f=qcr<b(pT,y,a)—(ki+kt),6',

with
fi(y)=(ki+kyy)/(1+ ), B. Spatially distributed systems
The model of spatially one- and two-dimensional systems
fa(y)=(kiLitkolocy)/(1+cy), (formed by a layer of DD cellsis based on the molar bal-
ance equations of the three system components considered in
Q(pr,y,0)=a(N0+eY)/[1+ab+eY(1+a)], Egs.(1)—(3). The model is derived assuming a homogeneous
layer of cells in the early stages of the cell aggregation. The
Y=p7y/(1+7y). changes in the cell density due to their chemotaxis are omit-

ted since the velocity of cell motion is 10 times slower than
In the above,8 and y denote concentrations of intracell- the velocity of cAMP pulses propagatid®]. As a conse-
ular and extracellular cAMP, respectively, divided by thequence, the changes of both the receptor and intracellular
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cAMP concentrations occur only due to reaction. On thethroughout means that the anode is placed on the left side of
contrary, extracellular cAMP flows through the intercellular the system while the cathode is placed on the right side.
space by both molecular diffusion and migration in the gra-

dient of externally applied electric potential. The spatially IIl. RESULTS OF NUMERICAL SIMULATIONS
2D form of the reaction-diffusion-migration model then
reads A. Analysis of the kinetic model and dynamical simulations
in CSTR
ﬁ: The bifurcation diagram of the kinetic equatiofis—(3)
Y @ uree . nelic €q :
ot is shown in Fig. 1. The region of excitability is characterized
y
by the existence of three stationary states of Efjs-(3),
Jc Jc. 9% E [ dc Jc one of them(with low values of andy and high value of
—Y=r +D Y4 — 27 D,——|e L +e,— ) being stable
o T e ay? YEYRT\ Xox - Yoy PT : : .
©) The excitable behavior in a CSTlRImped parameter sys-
tem) was examined first. The excitable response is observed
for values of ype=6-yss and higher. Slightly above the
Jc,. threshold value ofy,e, a delayed response of the system to
gt er ®  the perturbation is observed; whene<5- yss the system

returns quickly to the initial stable steady state without mov-
ing along the excitation cycle.

The superthreshold perturbation of the extracellular
CAMP concentration %) initiates the autocatalytic produc-

In Egs.(4)—(6) c; represents the concentration of tib
component (= B,v,pt1), I, its source by biochemical reac-

tion, D, s Q|f_fli|5|on coefficient of CAMP Decave  {ion of the intracellular cAMP g) followed closely by the
=0.024 mnf min™* [10)), z, its electric chargéwe assume oot increase of the extracellular cCAMP concentration. The
Zeawp=— 1), x andy are space co-ordinatess time,e, and  ynsequent decrease of the concentration of active receptors
e, the (constant intensity of 'ghe electric field in thﬂla”‘ig’ (p1), due to binding the extracellular cAMP and desensitiza-
directions; F=96485 C mol * and R=8.314 J mol * K tion, results in the cessation of the intracellular cAMP pro-
are the Faraday and universal gas constants, @&nd gyction followed by the decrease of the extracellular CAMP
=294.15K (21°C) is temperature. The value Bfcorre-  concentration due to its dephosphorylation. Consequently,

sponds to the temperature at which the experimental studigfe active state of receptors is recovered and the system re-
of DD cells aggregation are usually performed. The sourcg, s to the initial stable stationary state.

termsr; are defined by Eqg1)—(3). For a spatially 1D sys-
tem ﬁcy/&y= aZCV/(?yZ:O' B. Spatially 1D dynamical simulations

When a superthreshold perturbationofs applied in the
small central region of the spatially distributed one-

To perform the bifurcation analysis of the kinetic equa-dimensional systenfFig. 2,t=0 min) the whole region un-
tions (1)—(3) the continuation software packagenT [27]  dergoes an excitation cycle giving birth to two identical
has been used. Dynamic simulations of kinetic equationpulses propagating outwards from the cerfeig. 2, t=2
(1)—(3) have been carried out with @RTRAN code, which  and 5 min. After a weak constant electric field is applied the
utilizes the Merson madification of the Runge-Kutta methodamplitude and velocity of the cAMP pulse propagating to-
with the automatic regulation of the time step. wards the anodéo the lef) increases while the cCAMP pulse

The set of partial differential equationg)—(6) was  propagating in the opposite direction reduces both its ampli-
solved by the method of lines. The spatial derivatives werdude and propagation velociffrig. 2,t=25 min). After the
approximated by three-point differences on an equidistantwo pulses have passed through the system the initial, spa-
grid of N, XN, points. Zero-flux boundary conditions were tially homogeneous steady state is restored.

C. Simulation procedure

used. The resulting system o3\, X N, ordinary differen- Figure 3 shows the concentration profiles of all three sys-
tial equations was integrated by the Merson modification otem components. It can be seen that the concentration
the Runge-Kutta method. changes iny follow closely the changes i and that return

The simulations of CAMP propagation in the spatially 1D of pt to the steady state is significantly slower than the return

system were performed on a system of length 25 mm witlof eithery or .

N,=501 andN,=1. The spatially 2D simulations were car-  When a slightly stronger electric fiele(=1.25 V/cm) is

ried out both on a rectangular area with lengttcpordinate ~ applied on a pair of traveling pulses a spontaneous excitation
50 mm and width ¥ coordinat¢ 10 mm divided intoN,  occurs in the small region behind the pulse propagating to-
=1001 andN, =201 spatial points and on a square area 25vards the cathode as shown in Fig. 4=(18 and 19 min

%25 mm withN,=N, =501 spatial points. Two pulses of cAMP are formed in this regiont (

In simulations, the electric field is oriented along the =20 min) and propagate outwards=(22 min). The maxi-
axis (e#0,e,=0) and only positive values @, were ap- mum concentration of in the pulse propagating towards the
plied. The electric field was always applied on the alreadyanode(to the lefy is higher than that of the pulse propagating
traveling pulse and was kept constant. The convention use the cathode. Another excitation occurd &t34 min in the
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FIG. 2. Effects of a weak electric field on propagation of cAMP 2r T
pulses. At timet=0 min the steady state valuggs, vss, andp ss T T
were used as the spatially homogeneous initial conditions and the 0 ; :
superthreshold perturbation of (‘ype—= 10%- ysd has been applied sl t=34 min g
in the centre of the system. At timte=5 min the electric field 1 2 .
V/cm was switched on. 1 1
0

10 20
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small region behind the new right-propagating pulse giving
again birth to two new pulses. This process repeats periodi- FIG. 4. Spontaneous excitation of CAMP pulses by the electric
cally and as a result two pulse trains propagating in the opfield of the intensitye,=1.25 V/cm (switched on att=5 min).
posite directions arise in the system. The wavelength of thgpatial profiles of extracellular cAMP concentratioy) (are shown.
right periodic train is much shorter than that of the left
propagating train as is the propagation velocity and the ampPulses propagating outwards from the excitation regions.
plitude of pulses. The periods between consequent pulses af&vo of the four pulses that propagate towards each other
much longer in the left train than in the right one. The regionmutually annihilate and thus only two pulses remain propa-
of spontaneous excitations propagates towards the cathode @&{ing in the opposite directions, towards the ends of the
can be seen in the space-time plot in Fig. 5. The spontaneo@ystem. The process repeats periodically giving rise to two
excitation occurs while the region is still in the refractory Pulse trains differing considerably in their amplitudes, ve-
state, not fully recovered from the preceding excitation. ~ locities, wavelength, and periods. The left region of sponta-
The interference of the pu|ses emitted asynchronousuﬂeous excitation is almost Stationary while the rlght region
from two excitation regiongmarked by dotted and dashed Slowly moves towards the cathode.
lines) formed behind the pulse propagating to the cathode AS the intensity of the applied electric field increases from
takes place when an electric field of intensity 2 V/icm is€=1.25 V/cm to 2 V/cm(see Fig. $ the wavelengths of

switched on(see Fig. 5. Each excitation gives rise to two both the left and the right pulse trains decrease, the wave-
length of the left train being always longer than that of the

3 right one. The propagation of the left trajpropagating to-
100 - K J . wards the anodespeeds up with increasing field intensity

while the propagation of the right train slows down thus
increasing the difference between the velocities of the left
and right trains. The difference in amplitudes of the left and
right pulses also increases with increasing field intensity and
more profound effects are seen on the right propagating
pulses. Periods of both trains decrease with the increasing
field intensity with periods of the left wave train being higher

or than the periods of the right trains.
o5} - The differences mentioned above develop further when
the electric field intensity is increased until the amplitude of

°0‘ m pra— (’m:) the r_ight propagating pulse_-s ge_ts very small and the _pulses
obtain the form of attenuating rippling a{=4 V/cm as il-
FIG. 3. Comparison of spatial profiles @ (top), v (middle),  lustrated in the space-time plot in Fig. 5. A region of spon-
andpr (bottom) at time 7 min(i.e., 2 min after switching the elec- taneous excitation also forms behind the right propagating
tric field on), e,=1 V/cm. pulse when an even stronger fieled, €6 V/cm) is applied.

50 |
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| I —
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FIG. 6. Initial perturbation of the extracellular cAMP concen-
tration (y) in 2D simulations. Superthreshold perturbation of
¥ (Yper» denoted by blacks= 10X s, denoted by whitewas ap-
plied on the circular areédiameter 5 mm in the center of the
system.

o y (mm)3

0 x (mm) 50

gion (see Fig. §. After some time a circular pulse wave
develops propagating symmetrically outwards from the per-
turbed region(see Fig. 7t=5 min).

The effects of an electric field @,=1.5 V/cm are illus-
trated in Fig. 7. After the electric field is switched on at time
t=5 min a region of spontaneous excitations is established
close behind the right propagating arc=(15 min) repeat-
edly giving rise to elipsoidlike pulse trains. The train of
pulses propagating towards the cathode has both a shorter
wavelength and lower amplitude than the train of pulses
propagating to the anode. In general, the effects of the elec-
tric field of intensity 1.5 V/cm on the circular pulse in 2D
system correspond to the effects of an electric field of inten-
sity 1.5 V/cm on pulses propagating in the spatially 1D sys-
tem.

A region, in which new cAMP pulses are spontaneously
generated, is also established behind the right arc of the first
circular wave when an electric field of intensity 3.8 V/cm is
applied(see. Fig. 8 The pulses propagating to the right are
of very low amplitudes(see Fig. 8,t=49 min) forming a
rippling rather than a pulse train. Pulses propagating to the
left have quite large amplitudes and we can observe that the
initially waved-shaped pulses smooth out during the propa-

FIG. 5. Space-time plots of the spontaneous excitation of cAMPgation, most likely due to the curvature dependence of the
pulses by electric fields of different intensities. Grey-scale corre-

sponds to the extracellular cAMP concentratiblack: the maximal
concentration ofy). Dotted and dashed lines trace the positions of
two regions of spontaneous excitation.

However, in this field, only the left propagating pulses are
emitted from this region. The amplitude of the left propagat-

ing pulses was observed to decrease with each newly emitted

pulse until an almost constant value was reachedt at
=45 min. Later {=95 min) the amplitude of the pulses,

and also the wavelength of the pulse train, increased again.
The region of spontaneous excitation propagates slowly to-
wards the anode. The original right propagating pulse
abruptly diminishes both in its amplitude and velocity of
propagation after the electric field is switched on and, after a
short time, ceases to exist as can be seen in the space-time
plot in Fig. 5.

C. Spatially 2D dynamical simulations

10
‘g| t=5min
E
>
0
10
t = 15 min “
0
10
t = 50fmin ( ( O
0 z (mm) 50
5
7 tszﬁn j\ Mu
00 z (mm) 50

FIG. 7. Spontaneous excitation of CAMP pulses in the imposed

The effects of an applied elgctric field on a CirCl_“ar pulseglectric field. Spatial profiles of extracellular cCAMP concentration
of CAMP propagating in a spatially 2D system are illustrated(y) are shown in the gray scale. The bottom figure shows a spatial
in Figs. 7, 8, and 9. The circular wave was initiated at timeprofile of cAMP concentration along the line=5 mm. At timet

t=0 by increasing the value of from its steady state value =5 min the electric field of the intensitg,=1.5 V/cm, e,=0

to the perturbation value/,e—= 10°X y4 in the circular re-
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10+ : e; =0 V/cm, e; =0 V/cm,
g| t=11min t = 0 min t = 150 min
o g
8 E
o ( E \_/
t = 30 min ( ' 5 / o k _//
0 25 0 25
e; = 4.6 V/cm, e; = 1.25 V/em,
18 2 t = 50 min - 25 t = 150 min .
t = 31 min [ ‘ \
( @) (
9 /
10 t = 32 min \—a\ t\
| )
\ / /
13 0 \‘_‘TA 0 —
t = 34 min ° s 9 a
' e; = 1.5 V/em, e; = 1.5 V/cm,
( l (C ) 2 t = 100 min y % ;: 150 min .
] i N\ N
t= inl ( ( ( < 5 N @ )n
,-‘—;, t = 49 min oIS A o A
rf\ kkk { 0 25 0 z (mm) 25
0 z (mm) 50 FIG. 10. Influence of electric fields of different intensities on the

extracellular cAMP concentrationy] spiral pulses+ denotes the

FIG. 8. Spontaneous generation of the train of cCAMP pulsesposition of the spiral tip ag,=0 V/cm, t=0 min.
formation of rippling pulses, and interference of the cAMP pulses
occurring after the electric field of the intensigy=3.8 Vicm, e,
=0 is switched on at timé=5 min, 2D simulations. The spatial
distribution of extracellular cCAMP concentrationy) is shown uti-  Propagation velocity. Notice also that from tirhe- 30 min
lizing the gray scale. The bottom figure shows a spatial profile ofalmost planar pulse fragments propagating to the left are
cAMP concentration along the line=5 mm. generated. Their free ends curve and later interfere with the
following pulse fragment.

Effects of an electric field of intensity 6.1 V/cm cause the
annihilation of the pulse arc propagating to the right and only
one periodic wave train is generated propagating to the left
(see Fig. 9 in analogy to what has been observed in the

i ¢ = 50 min spatially 1D case foe,=6 V/cm (see Fig. 5.
) Effects of electric fields of various intensities on a spiral
wave are illustrated in Fig. 10. A spiral develops spontane-

% (mm) %0 ously from a fragment of the pulse formed from the initial
- perturbation. Without an electric field, the spiral rotates with
{ # = 50 min the spiral tip being fixed at a certain positioe, €0, t
(LJ&KK(\[&[L{\[\A =150 min); applied electric fields e(=1.25 V/cm, e,

' AWAN ’ =1.5 V/cm) cause the spiral tip to drift and shift in both the

@ (mm) 0 x andy directions. Higher electric field strengths evoke spon-
FIG. 9. Annihilation of the right pulse train of the CAMP con- [@N€ous excitations behind the spiral arms propagating to the

centration pulses in a strong electric fiel@ntensity e,  "ght (&=1.5 V/icm, t=100 min) and the newly initiated
=6.1 V/em, e,=0) switched on at time&=5 min. 2D simula- pulse fragments interfere with already existing spiral arms
tions. Spatial profiles of extracellular cAMP concentratioy) @re ~ (€x=1.5 V/cm, t=150 min). The extensive decomposition

shown utilizing the gray scale. The bottom figure shows the spatia®f the right part of the spiral occurs when a high electric field
profile of y taken att=50 min andy=5 mm. (ey=4.6 V/cm, t=50 min) is applied to the spiral.

-
o

y (mm)

o
1

2o,

o
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IV. CONCLUSIONS taneous excitation arises behind the initial propagating pulse
iving rise to two new pulses propagating outwards from this
egion. The excitation activity is permanent and, as a result,
WO permanent trains of pulses propagating in opposite di-

) . > 'YL ctions are generated. The spontaneous generation of pulses
of aggregating DD cells. The effects includ¢ changes in is observed in a large interval of electric field intensities.

propagation velocities of pulses from those excited in thPWhen the intensity of an electric field becomes sufficiently

electric field-free system(ii) the annihilation of pulses . . , )
propagating towards the cathode by electric fields of highIarge only the train propagating towards the anode is gener

intensities, andiii) the formation of regions of spontaneous ated. i
o . . In the BZ system, the phenomenon called splitting re-
excitations permanently generating trains of pulses.

Assuming the propagation of CAMP pulses mediates thesembles somewhz_it the spontaneous generation (_)f trains of
aggregation of DD cells the results of the present study su CAMP pulses. During the s_pllj[tmg, new pulses are flre(_j frpm
gest that the imposed electric field can have profound effect he back of the already existing pulse when an electric field

. . % switched on. Only one train of pulses is formed propagat-
on the aggregation process itself and, consequently, on th

i : |ﬁg in the opposite direction to that of the “mother” pulse.
format!on of mounds_and the further d_evelopment_of DD IntoThe number of pulses in the train depends on the intensity of
a multicellular organism. To verify this hypothesis both an

experimental research and numerical simulatidvesed on the electric field and permanent pulse trains were found only
th(éO resent mathematical model extended by the equation fci)? a small interval of electric field intensities,
P y q Contrary to the BZ system, where new pulses can split off

the changes of the cell densilB,28—30) of electric field only while the “mother” pulse exists, the train of cCAMP

effects on aggregation of DD cells is in progress. pulses persists even after the electric field annihilates the

The study shows that the imposed electric field can SUb(')riginal pulse behind which the region of spontaneous exci-

stantially increase the variety of dynamical modes of pulsetation has developed. Another difference resides in the fact

waves propagation in excitable media. Comparing the eﬁeafhat the reversal of CAMP pulses by the imposed electric
of external electric fields on pulses of cAMP, propagating infield was not found as it was in the BZ pulses

the biochemical excitable system, with the effects an electric The direction of the spiral tip drift and shift is the same as
field has on pulse Waves propagating in_achemical exc_itabl% the case of BZ spirals; i.e., the spiral tip drifts in the
;ﬁjt?jrirf]f((ta?gniismbﬁ\l/t/jggifgﬁng c\;\iaesgstl'lc'ﬁebgghaﬁ)n?Ie(?sgilr?cflu (iirection parallel to the electric field towards the electrode
the speeding uo of the pulses propa étin towardgs the ele susing pulses to accelerate; the shift of the spiral tip in the
P g up P propagating Girection perpendicular to the electric field vector depends on

trode that facilitates the flow of the autocatalyst from the he chirality of the spira[18]
pulse into the medium ahead of it and the slowing down oft y P '
the pulses propagating in the opposite directions. The analo-
gies also include the annihilation of pulses by high intensity ACKNOWLEDGMENTS
electric fields.
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